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3D reconstruction has been a popular topic among computer vision researchers. 3D
reconstruction is referred to as the process of capturing the shape of an object or scene.
3D reconstruction can be realized either by traditional means or by means of deep
learning-based methods. Traditional 3D reconstruction methods were the norm prior to
the advancement of deep neural networks. To date, traditional 3D reconstruction
methods are still commonly used in these industries due to the accuracy and robustness.
Traditional methods are mostly accurate but completeness is a huge challenge. The
advancement of deep neural networks in 3D reconstruction saw impressive results. In
most cases, the reconstructed 3D model is complete. However, the shape of the
reconstructed 3D model is not faithful to the shape of the original object. Industries such
as medical and automobile cannot afford to compromise with accuracy, hence deep neural
network-based 3D reconstruction methods are impractical to be used as these industries
involve people’s lives. To improve the accuracy of the traditional and deep neural network
methods, this thesis pursues ways to engineer features for the purpose of 3D
reconstruction. To improve the accuracy of the traditional and deep neural network
methods, this thesis pursue ways to engineer features for the purpose of 3D
reconstruction..



In the traditional 3D reconstruction methods, lack of completeness is a huge challenge.
Although the 3D shapes of successfully reconstructed parts of the 3D model are accurate,
gaps or holes in the reconstructed 3D models are caused mainly on the surfaces with less
texture. It is because the traditional 3D reconstruction methods rely on feature points
extracted in the 2D images. The number of extracted feature points heavily depends on
the surfaces, and less feature points tend to be extracted on a smooth surface, which is
with less texture. To address this issue, we propose a method that makes a smooth
surface complex. The proposed method uses a set of randomized kernels. This allows
feature point extractors to extract more unique and complex features, thus increasing the
number of feature correspondences. We used a plant object dataset consisting of 27
images taken from different viewpoints. The leaves and stems of the plant have a smooth
texture, which means it lacks texture. Hence, this makes it a suitable dataset to show the
effectiveness of our proposed pipeline. Our proposed pipeline shows that the gaps and
holes in the reconstructed 3D model were reduced. More parts of the leaves were
reconstructed. The stems of the plant were also denser. Furthermore, the outlines of
some leaves were successfully reconstructed, which entirely failed in the traditional
pipeline. The results show that our randomized kernels were considerably effective in
improving the quality of the reconstructed 3D model.

In the deep neural network-based 3D reconstruction methods, reconstructing accurate
3D models, which have a shape identical to the original object, is a huge challenge.
Taking the practical implementation of 3D reconstruction to the next level is quite
important but this issue has been overlooked in the computer vision community. We are
the first to spend much effort on this issue and took the lead of the community. To address
it, we propose a pyramidal hierarchical network. The network can extract features of
multiple levels and unify them thanks to two pathways: the bottom-up and the top-down
pathways. The bottom-up pathway downsamples the feature maps by half the size, while
the top-down pathway upsamples the feature maps twice the size. Due to the processes,
features obtained in the bottom-up pathway are with high localization accuracy but
semantically weaker, and those in the top-down pathway are the opposite. Our proposed
pyramidal hierarchical network aims to combine these features and obtain balanced
features with high localization accuracy and semantically stronger. This allows the
network to learn both the detailed parts and the overall shape of the object. Quantitative
and qualitative results show that our pyramidal hierarchical network outperforms the
state-of-the-art. Results show that our pyramidal hierarchical network is able to
reconstruct the detailed parts of the object.

To address the same issue mentioned in the previous paragraph, we propose another
method called multi-branch network. The concept of our proposed multi-branch network
is to separate the feature extraction and learning process into three different components
called Low Net, Mid Net, and Global Net. The Low Net is used to learn local features. The
Global Net is used to learn generic features, while the Mid Net is used to learn
intermediate features. These three components are independent of each other except for
the last layer of all three components. Therefore, the network is expected to learn the
shapes of 3D models in different levels: the Low Net learns detailed parts, the Global Net
does the overall shape, and the Mid Net does the intermediate level of the shape. The



qualitative results show that both our proposed methods improved the completeness of
the reconstructed 3D models. Qualitative evaluations confirmed that our multi-branch
network is better at reconstructing the detailed parts of the object than the
state-of-the-art. Quantitative results also show that our proposed method outperformed
the traditional method in the majority of the object categories.

Since two methods are proposed in the same problem, we compared both proposed
methods. As a result, our pyramidal hierarchical network is more stable than our
multi-branch network.Our pyramidal hierarchical network produced more consistent
results, whereas our multi-branch network might surpass our pyramidal hierarchical
network or even underperform under certain circumstances. In addition, our
multi-branch network excelled more in reconstructing the detailed parts of the object
than our pyramidal hierarchical network. Our results show that both our proposed
networks improved the quality and accuracy of the reconstructed 3D models.

This thesis is aimed at engineering features for 3D reconstruction. Three methods to
engineer features were proposed in this thesis: one method is proposed in a traditional
approach, and two methods are deep neural network-based. Our proposed method in the
traditional approach can improve the quality of 3D reconstruction used in real
applications, such as the industry. Our proposed methods in the deep neural
network-based approach can enhance the chance that deep learning-based 3D
reconstruction methods are used in the industry. All the three methods contribute not
only to the computer vision community but related industries.
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