
 

Abstract 

 

 In recent years, the advancement of Artificial Intelligence (AI) thanks to the improvement 

of computers’ performance has drawn the interests of people. Especially, in the domain of 

board games such as Go and Shogi, computers outperformed professional human players, and 

it is argued that computers have better decision–making abilities than human beings. In 

general, AI can make better decisions than humans when limited to specific tasks. However, 

the performance of AI’s decision becomes weak in complicated environments that different 

from those used for a training phase. “Narrow AI” has been used to refer such weakness of AI. 

 

On the other hand, AI that has a broad capability to self-adapt to changes in their goals or 

circumstances has called as Artificial General Intelligence（AGI）. Many studies have been 

conducted on AGI. General Game Playing（GGP）is one of the domains to contribute to the 

realization on AGI. In particular, GGP has been widely researched since 2005, thanks to the 

start of the GGP international competition. Such game-based AI competitions are utilized for 

the benchmarks of the AI performance because AI can be compared with another one in the 

same environments. In the competitions, a single AI plays some games that are difficult from 

each other. Then, the scores calculated by the results of the games are competed. AGI is 

required foe GGP competitions because the AI specialized for a particular game cannot 

improve the score foe other types of games. 

 

 There is also a domain called General Video Games AI（GVGAI）, where the environments 
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are limited to video games. Since video games are simulation environments, it is easy to 

introduce machine learning approaches such as reinforcement learning. Furthermore, the 

game environments are provided as researchers to study more actively. 

 

 On the other hand, although there are many papers on GGP, few technologies of AI are 

applied to the real-world for practical use. This is because those AI researches have been 

successful in “toy-problem” environments where no missing information, no noise, sufficient 

computation time, and high performance computers are always available, but not in real-world 

environments where there are many constraints. This is the main reason why it is difficult for 

AI to achieve good results in real-world environments. As a result, the ideas and works of AI 

studies have not been applied to practical cases such as real-world environments, but have 

been limited to discussed only in “toy-problem” environments. 

 

 Based on the above background, this study tackles the practical application of AI to real-

world environments. The ultimate goal of this study is to realize AGI that can be applied to 

real-world environments. This goal can be decomposed into two sub-objectives:（1）Obtaining 

generality of AI and（2）Applying to real-world environments. 

 

 The research question of（1）is as follows: Can AI handle various situations? Many of the 

current works are for “narrow AI”, which is capable to make decisions more effectively than 

humans when limited to specific environments. On the other hand, the sub-objective（1）is 

for AI to acquire the ability that can make a decision appropriately in diverse environments. 

In the environment employed for GVGAI, it is difficult to make a consistent evaluation 

because each game has a different way of calculating scores. In addition, in GVGAI, it is 

necessary to learn the outside of tactical decision-making such as domain-specific operations

（i.e. how to move characters/agents）. In order to focus only on the improvement of decision-

making ability, this paper adopts an environment that requires resourcefulness and does not 

require recognition and learning of operation methods. 

 

 The research question in（2）is as follows: Can AI be used in a realistic environment? It is 

important to produce results in a more realistic environment in order to apply AI researchers 

to practical cases. Among the differences of environments in AI tasks, some of the main 

differences that hinder the realization of practical applications are listed as the following 

items: 

 

 1. Observable Information: if sensors give agents access to the complete state of the 



environment at each point in time, the task environment is called as “fully observable”. 

On the other hand, an environment is “partially observable” due to noisy and inaccurate 

sensors or because parts of the state are simply missing from the sensor data. Many “toy-

problem” environments employ “fully observable” environments. 

 

 2. Agents: There are a lot of types of agent environments. One is “single agent” such as 

solving a puzzle. Playing chess can be assigned in “two agents” and also “competitive” 

environments. In the taxi-driving environment, it is a “cooperative” multi-agent 

environment. Therefore, team sports such as soccer are a “cooperative” and 

“competitive” multi-agent environment that is one of the most difficult in the agent-

environments to learn AI policies. 

 

 3. State Change: If the next state of the environment is completely determined by the 

current state and the action executed by the agent, the environment is called 

“deterministic”; otherwise, it is “stochastic”. Moreover, if the environment can change 

while an agent is deliberating, the environment is called “dynamic” for that agent; 

otherwise, it is “static”. In real-world problems, the states change “stochastically” and 

“dynamically”. 

 

 4．State Expression: The “discrete”/”continuous” distinction applies to the state of the 

environment, to the way time is handled, and to the percepts and actions of the agent. 

The number of states in “discrete” environments is finite even if it is very large. On the 

other hand, there is a virtually infinite number in the “continuous” states. The time in 

“continuous” environments is represented by discretizing into a very short time in 

simulation. 

 

In order to tackle the sub-objective (1), it is desirable to be “competitive”. This is because, 

in an adversarial environment, it is always unknown what actions the opponents take. 

Therefore, highly general decision-making is required. Good performance of Ai in the 

“competitive” environments implies that its decision-making ability has high generality. On 

the other hand, to achieve the sub-objective (2), an environment must be “partially 

observable”, “cooperative” multi-agent, “stochastic”, “dynamic”, and “continuous” as defined 

in the above items. 

 

To tackle the sub-objectives (1) and (2), this paper employs team sports, especially soccer, 

as an environment and improves the decision-making of the agents. Soccer satisfies all 



aforementioned environments. Moreover, in soccer, there are tactics, and the winner of a 

match highly depends on the characteristics of the tactics. Therefore, it is important to 

consider the opponents’ tactics in soccer and to switch tactics while a game in order to win 

stably. In addition, learning the behavior of soccer agents can greatly contribute to the 

realization of AGI as described above. This is because switching the tactics of one’s own team 

according to the tactics of an unknown opponent is similar to changing the decision-making 

policy in a different environment of AGI. This is the significance of learning the soccer agents’ 

behaviors for the realization of AGI. Therefore, RoboCup Soccer Simulation 2D League is 

employed in this study. 

 

The main contributions of this dissertation are listed as follows. 

 

In Chapter 2, a method was proposed to obtain an expert’s action sequences by using 

supervised learning. A tactic is represented by the combination of the tree search and the 

evaluation of action nodes. For this purpose, a multi-layered perception was employed to 

model the expert player’s decision making in a form of an evaluation function. The multi-

layered perception was trained by using positive and negative episodes of computational 

experiments that the proposed method reproduced the behavior of a given expert team, and 

the model with some settings was more successful than the evaluation function designed by 

human beings. 

 

In Chapter 3, this paper proposed an idea of intentional substitution for training a machine 

learning model. The assumption is that the training dataset is complete with no missing values 

in the training phase while there are missing values during the prediction phase. The proposed 

intentional substitution replaces the feature value with some value, even if the feature value 

is known and the value is actually available, Mathematical analysis on the performance of the 

proposed is presented in terms of the expected in terms of the expected error for the test 

dataset. It was shown that a trivial substitution using a zero value and an average value may 

lead to poor prediction performance. In addition, it was shown that there exist appropriate 

values for the substitution that can be obtained in an ideal situation. This paper discussed the 

prediction performance of the proposed method using two simple benchmark functions. The 

experimental results successfully showed the validity of the mathematical analysis and the 

estimation method of the optimal substitution value in the IVS learning for two- and three-

dimensional problems. As the results of computational experiments, the validity of the robust 

model has shown against the loss for unknown data by estimating the optimal substitution 

values. 



 

In Chapter 4, the distance between kick distributions for dissimilarity analysis of action 

trajectories was calculated. This paper employed Earth Movers’ Distance, L2 distance, and 

Jensen-Shannon divergence as metrics for the distance between kick distributions. In order 

to show the validity of kick distributions for the similarity analysis, the proposed similarity 

analysis methods were compared with the human subjective evaluations. The human 

subjective evaluations for the similarity of the action trajectories were calculated by using a 

paired comparison method. It was shown that the similarity analysis methods have a positive 

correlation with the human subjectivity. Thus, it was found that the proposed method has the 

validity for the similarity analysis. Another contribution of the paper was that the calculation 

time could be reduced by using the continuous kick probability distributions. Moreover, a 

method was proposed for analyzing team tactics in RoboCup Soccer using fuzzy inference. 

For the purpose of improving the performance of the tactical analysis, kick probability 

distribution and kick direction distribution were employed. The effectiveness of the proposed 

method was presented by comparing with the previous method on the term-classification 

performance. 

 

Chapter 5 summarized the obtained results of this paper and discussed future works. 
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