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Reconfigurable optical add/drop multiplexers (ROADMs) were demonstrated in our laboratory for use in
IP-over-CWDM (Internet Protocol over coarse wavelength division multiplexing) networks. However, it has a
fixed number of wavelength reconfiguration capabilities. In order to remove this limitation, and to keep the
initial network cost low, stackable ROADMs (S-ROADMSs) have been proposed for use in [P-over-CWDM
networks in this dissertation. The S-ROADMSs provide the capabilities of remote lightpath reconfiguration
as well as the manual ROADM reconfiguration under the best-effort transmission specified by the service
level agreement (SLA). The S-ROADM can be constructed by connecting modules with different
wavelengths required in the node. This feature decreases the initial network cost. When an S-ROADM is
reconstructed by adding the required wavelengths, it is referred to as manual ROADM reconfiguration.
The experimental results clarified that the S-ROADM could multiplex and demultiplex the wavelengths
successfully, and gave no limit to the passing-through wavelengths, making the network be wavelength
transparent. The performance of the S-ROADMs was evaluated by removing congestions by adding new
lightpaths remotely in an IP-over-CWDM network. Manual ROADM reconfiguration was also done on the
in-service network and the performance was also satisfactory enough to meet the requirements for the
best-effort transmission specified by the SLA. A stackable module with a bidirectional CWDM amplifier
has also been proposed to introduce the optical amplifier into an S-ROADM for use in an [P-over-CWDM
ring network with longer distance, and the performance was evaluated experimentally. The respective
results in each chapter are summarized as follows.

Chapter 2: The structures of the stackable ROADMs for both unidirectional and bidirectional



transmissions have been proposed and described clearly. The physical properties of the S-ROADMs
clarified that the S-ROADM could multiplex and demultiplex the wavelengths successfully, and did not
limit any passing-through wavelengths, making the network be wavelength transparent. The possible
transmissions for one wavelength are explained, and it is found that three types of connections are
possible by the S-ROADM. The S-ROADM consists of some modules and each module can reconfigure
one wavelength. Therefore, only necessary wavelength’s module can be installed in the S-ROADM,
ensuring other wavelengths to be passed through. Loss equations for all kinds of connections are also
presented. Finally S-ROADM with 3-port components is also proposed and explained at the end of chapter
2. The merits and demerits of three types of S-ROADMs are also discussed.

Chapter 3: In order to examine the congestion removing performance of the S-ROADMSs, a 5-node
experimental network was constructed. The lightpath reconfiguration was done for removing the traffic
congestions. The congestion removing performance by the S-ROADMs was evaluated, focusing on the
recovery time to keep throughput given by SLAs. It is assumed in this thesis that IP packets are routed by
open shortest path first (OSPF), i.e., the packets are transferred through the physical layer lightpaths,
according to the routing tables created by OSPF in the layer 3 switches (L3SWs). Therefore, the routing
tables are changed dynamically so as to transfer packets by the shortest path between the nodes, when
lightpaths are reconfigured. Therefore, there are 2 possibilities that the traffic congestions are removed in
a network. One is IP routing reconfigurations changing the routing tables such that some of the streams
sent through the congested route are transferred to a bypass route, i.e., by adding a static bypass route in
the non-congested lightpaths between the source and destination nodes. Another way to remove the
congestion is the lightpath reconfiguration by the S-ROADMs to add one or more new lightpaths to the
congested route.

In both of the methods, the amount of traffic transmitted through the congested route was divided
into two streams. First stream S1 was set to be a little below the capacity of the lightpath, and the second
stream S2 was set to be the excess traffic that caused the congestion. The congestion was removed, after
the routing for S2 was changed so as to send S2 through a bypass route. The static bypass route was
created through other lightpaths between source and destination nodes in the network, 3 s after the control
and configuration signals were sent, i.e., the S2 was transmitted through the static route created via the
bypass lightpath, In another case to add a new direct lightpath, S2 was transmitted through the newly
added direct lightpath. It took 8 s to remove the congestions after the control and configuration signals
were sent. The congestion degraded the throughput but the congestion related time was smaller than the
value specified by the SLA, Thus, the S-ROADM satisfied the SLA for best-effort type networks.

The ROADM reconfiguration was also done in the network, and the performance was evaluated.
When new users require services in the network, and no bandwidth can be allocated to the users by the
existing lightpath set or by reconfiguring the lightpaths, the ROADM reconfiguration can be done in the
proposed S-ROADM as explained above. The ROADM reconfiguration is made by adding a stackable
module manually to the in-service S-ROADM to make more lightpaths available in the network. When
adding the module, the fibers are disconnected, which causes transmission breaks, and the module is
inserted between them. Generally, networks are designed so as to be protected, when a failure occurs, by
giving a bypass route. In ring networks, the clockwise route is used as the bypass route, when the counter
clockwise route fails, and vice versa. During the ROADM reconfiguration, the bypass route can be used,
but the issue to be investigated is how long it takes to recover the breaks in the in-service network. After
the ROADM reconfiguration started, some of the lightpaths associated to the disconnected fiber were
disconnected in the network, and the associated packet streams disappeared. The packet streams appeared,
again, in 6.5 s through the bypass route. It is understood that it took 6.5 s for OSPF to find and establish



the bypass route. Here, the hello and dead intervals were set to be 1 s and 4 s, respectively. The routes are
changed again 10.1 s after the disconnection of the fiber, so as to transfer the lost packet streams through
the original direct routes. This is because the module addition to the S-ROADM was completed, and OSPF
found and established the shortest paths. In all the cases, the performance satisfied the SLAs.

Chapter 4: A stackable module with a bidirectional CWDM amplifier has also been proposed to
introduce the optical amplifier into an S-ROADM for use in an IP-over-CWDM ring network, and the
performance was evaluated experimentally. Packet transfer changes were monitored during the lightpath
reconfigurations, including the lightpaths which needed optical amplifications. The result clarified that the
lightpaths were reconfigured successfully, including the remote activation of the amplifiers. As a result,
the stackable feature of the amplifier module enables us to provide the cost-effective introduction into the
network on an implement-it-when-necessary based service in a fully compatible way with other stackable
ROADM modules, when constructing the S-ROADM with an amplifier. Therefore, the amplifier module
can be used in the same way as the stackable modules to construct the S-ROADM. Thus, the amplifier
module has a big advantage to use it flexibly and economically in the IP-over-CWDM networks.
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