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Complex dynamical systems, we see in the world around us, are emergent, self-organized
and interesting in structures. Examples of complex systems include quasar systems, human
economies, nervous systems, as well as human beings and their psychology, emotions, bodies
and interactions etc. Complex systems may exhibit relatively simple patterns of behavior just
as simple as linear systems. However, unlike linear systems, complex non-linear systems are
usually unpredictable in terms of exhibiting different behaviors at different times, and it is
hard to understand the process of the emergence and self-organization.

However, time series analysis seems to be one of the useful methods, which makes
possible to access mechanisms of the process. The time series is a sequences of numerical
data derived from a system, which is measured in course of time. Mathematically, a time

series describes the state of a data with the value of x; at time sequence t,
()
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The time series is an enormous field of study in mathematical statistics, econometrics,

astronomy, signal processing and many other fields of complex systems.



Generally, linear methods are used for time series analysis. However, complex systems are
antithetical and refuse the linear methods to solve. The nonlinear method, which has been
developed recent years, has useful instruments to cut into time series data and provide
meaningful information about the emergence and self-organization.

The thesis represents an approach of time series analysis which is based on the theory of
nonlinear dynamics in an attempt to access information about the emergence and
self-organization of the complex systems. Moreover, noise may superimpose on observed
time series, which may lead to an erroneous result. Effects of the noise on the time series
were estimated. On the other hand, missing data is unavoidably included in daily observed
time series. The way of processing regularly and irregularly missing data was also discussed.

The paper starts from an outline of underlying analysis methods. The methods were
illustrated using a large number of empirical data sets taken from various fields, like, radio
astronomy, econometrics and human brain wave. Deterministic models’ time series with
known random noise was considered and the methods were applied to estimate the noise level,
Hurst exponent, fractal dimension and correlation dimension of the dynamics,
simultaneously.

The paper contains seven chapters including an introductory chapter and conclusion; and in
Appendix computer programs written in Mathematica.

Chapter 2 presents a brief overview of some methods and tools that are used in my research.
In the first step, | used fractal dimension and Hurst exponents for data analysis. In the second
step, correlation sum analysis was used.

Chapter 3 depicts an attempt to find informational structure expressing the evolution and
self-organization of extra-galactic systems at cosmological distances. In this chapter, the time
series of variable intensity of the radio wave from 28 quasars, whose red shift ranges from
0.158 to 2.225, were analyzed using the methods of fractal dimension, Hurst exponent and
correlation sum of reconstructed time series. The distances of the quasar are from a few
billion to more than ten billion light years.

Fractal dimension and Hurst exponent of the radio wave intensity time series were
calculated by Higuchi’s fractal dimension method and Hurst’s rescaled range analysis method,
respectively. The relationship between the red shift, which represents the cosmological

distance of the quasar and is denoted by z, and the fractal dimension of the quasar showed a



dependence in the region z < 1. The correlation sum based on G-P method suggested that

expected dimension of the dynamical system may be limited.

Chapter 4 discusses an estimation of superimposed noise on the radio wave intensity time
series using correlation sum. The intensity of the radio wave that was emitted by synchrotron
radiation from the quasar and observed on the earth may be contaminated with noise because
of the external effects on the path of wave propagation. To estimate the superimposed noise,
the correlation dimension of the reconstructed time series was calculated for the 28 quasars
and plotted versus the red shift of the quasar. A dependence was found between the red shift
and the correlation dimension. This may proof that external noise may be superimposed on
the original radio wave intensity during the wave propagation.

A convolution method was applied on the original time series to filter noise, and the
processed time series were analyzed using the correlation sum. Less dependence was found
between the red shift and the correlation dimension for the processed time series, which may
show a major dynamics of the intensity variations.

Chapter 5 depicts the estimation of effects of missing data in the time series. Missing data,
or absence of data, can not be avoided in daily observation because of holidays or a sudden
breakdown of the observational system. The missing data may lead to an erroneous result of
data analysis. To get rid of the wrong result, the effect of the missing data in economic and
astronomical time series were estimated using the correlation sum analysis. A model
estimation was given for the Lorenz time series.

A compensation method, which is used to compensate missing data by an average of its
neighbors, is effective for the time series with irregularly missing data. An elimination
method, which is used to eliminate vectors containing the missing component from the
reconstructed time series, is effective for processing regularly missing data when the time lag
is @ multiple of the duration of missing.

In order to seek a mathematical model of the human brain activity, the brain magnetic wave
was measured with the magnetoencephalography (MEG) of healthy subjects and the time
series data was analyzed in Chapter 6. The MEG raw data were recorded at 122 channels at
the sampling frequency of 400 Hz with a band pass of 0.03 to 100 Hz. The reconstructed time
series of brain alpha wave, which was measured over the occipital brain cortex, was

calculated with the G-P method. The correlation dimension of the alpha wave is around 4



with the G-P method and the dimension is assured by the analysis with the Judd method for
the healthy subject. The detailed and systematic alpha wave analysis extending to a lot of

subjects may be expected to make a database for brain diagnosis.
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